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Abstract. Query processing plays afundamental role in current
information systems thabeed toaccess independerdnd heterogeneous
databases. This paper presentse& approach to queryindgneterogeneous
databases that maps the semanticguafy objects onto databasEhemas.

The sematics is captured by the definitions of classes ion&siogy, and a
similarity function identifies not onlyequivalent but alsosemantically
similar classes associated with a user’s request. These similar classes are
then mappednto a database schema, whichcisnpared with schemas of
heterogeneous databases to obtain entitiethéndatabases that answer the

query.

1 Introduction

New approaches to knowledge-basettieval have highlightethe use of ontologies
andsemantic similarity functions as a mechanigmcomparing objects thatan be
retrieved from heterogeneouslatabaseg1,2,3,4]. Ontologies aim tocapture the
semantics of a domain through concept definitions [5], which are used as primitives of
a query specification and asimitives of resourcedescriptions. In currerknowledge-
basedinformation systemsaccessing informationnvolves a semantic matching
between users’ requestand stored data. Inenvironments with multiple and
heterogeneous databases, this semantic matchimgdiated orthe assumption that
independent databases shidre same ontology cgree to adopt aontology derived
from the integration of existing ones [1,2,4]. But, given theed to query
heterogeneous databasdbhat use different conceptualizations (i.e., different
ontologies), weneed tomodify the single-ontologyaradigm ofsemantic matching
for information access.

We present an approach to querying heterogendatabases based amtologies
and similarity evaluations. We start at the top-level witlers’ requestexpressed by
terms defined in auser ontology In this context, auser ontologyprovides terms
definitions concerning a given domain [6]. By using such an ontologganeapture
a richersemantics in the usergdquestsand weallow users to express thejueries
without the need to know the schemas of data representation.



The scope ofthis work is theretrieval of informationdescribed byclasses of
objects. For exampleconsiderthe following query to aGeographic Information
System (GIS):retrieve utilities in Atlanta, Georgia."This work concentrates on
whether or not heterogeneous databasesntain such an entity asitility or
conceptually similaentities, such apower plantandpipeline We leave forfuture
work the treatment ofjuery constraints given byfor example, attribute values or
spatial constraints.

Unlike other approaches to knowledge-based retrigndl map the local terms of a
databasento asharedontology [4,7,8], we map theaser ontology onto aatabase
schemaand subsequently comparthis schemawith each ofthe schemas of the
heterogeneous databas&ur approach doesiot force heterogeneous databases to
commit to a common single ontology, it justrieves from thesdatabasegntities
that are most likely similar according to our similarity measurement techeeptual
classesrequested bythe user. The strategy of this work is to map ontological
descriptions ofjueryobjects ontodatabaseschemas, since extracting semanfiom
logical representation oflata is amuch harder process than mappingemantic
definitions onto logical structures. Thus, it combines ontologiedatabase schemas
with the goal of leading to intelligent database systems.

The organization of this paper is as follows. Section 2 describes ourap@ivach
to querying heterogeneous databases. Secties&ibescomponents of the ontology
specificationand the similarity model to comparentity classes irthis ontology.
Section 4describeghe mapping process to thdatabaseschemaand the similarity
evaluation between heterogenealmabaseschemas. A studyase inthe spatial
domain ispresented inSection 5. Conclusionsind future researchdirections are
described in Section 6.

2 Components of the Knowledge-Based Query Process

The generalquery processis described a$ollows. A userquery is pre-processed to
extract terms identifying entity classes inser ontologyUsing asemantic similarity
model (Section 3), we compare entity classes in this ontology to determioasdes
that are semantically similar to the ones that we extract from the user's reque®. In
way, even if the databases dot containexactly what the user isearchingor, they
may still be able to provide some semantically similar answers.

Oncethe set of classeassociatedvith conceptsrequested bythe user hadeen
determined, the definitions of these classesvappedonto adatabaseschema. To do
this mapping, a set of transformatiotisd to the type of databaseschema(e.g.,
relational or object-oriented databases) defined andapplied overthe classes’
definitions to create query schemai.e., the schema of entity classes that models the
user’'s request-or this paper we havesedthe traditional relationadlatabase schema
[9] and weprovide asummary of transformations that map entity classes tn
database schema. The genergteglty schemas thencompared to each heterogeneous
database (See Section 4).



In summary, our main approach includes two types of similarity assessments: (1) a
semantic similarity assessment that aims at capturing classeare¢tsmantically
similar to the usemuery and(2) a databasesimilarity measurethat compares
representations of entities idatabaseschemas.instead of making all similarity
evaluations at the database schema level or at the ontological level, we ctrabie
two similarity assessments for the following reasons:

e by using a user ontology we allow userset@resqueries intheir own terms
according to their own ontology without having to know the underlyiegieling
and representation of data in heterogeneous databases.

* we extract from the specified query and a sematiilarity model entity classes
in a user ontology thadre semanticallyassociatedvith the user’s request. We
comparethese classes at the ontological lewdlere we have anore complete
description of their semantics and we can obtain a set of possible answers.

* we assume that commonly existing databases have no ontological descriptions of
their stored entities so, we are not provided with the full semantic description of
entities stored in heterogeneous databases. Therefore, we wuse available
components of the schema representation to compare entities through a database
similarity model.

3 Ontology and Semantic Similarity

In a previous work [10, 11], we introduced an ontology defined with retrieval purposes
whose basic specification components are described as follows.

3.1 Components of the entity classes’ definitions

Components of our ontologgre entity class definitions in terms of theasses’
semantic interrelations and distinguishing features. We refer to entity classesdsy
or sets of synonyms, whicare interrelated byhyponymy or is-a relationand by
meronymy relations or part-wholelations. We use the distinguishifigatures of
classes to capture detadmong descriptions of classét otherwiseare missed in
the classes’ semantic interrelatioRr®r example, weansay that ahospital and an
apartmentbuilding have acommon superclasbuilding;, however,this information
falls short when trying tdifferentiate ahospital from an apartmentbuilding. We

suggest a finer identification of distinguishirfgatures and classify them into

functions, partsand attributes. Functiorfeatures are intended tepresentwhat is
done to or with a class. Pamsgestructural elements of a class, such asrtué and
floor of abuilding, that mayhavenot bedefined asentity classes. Finallyattributes
can correspond to additional characteristics ofags thatare not considered byeither
the set of parts or functions. This classification of distinguisiféaturesinto parts,
functions,andattributes attempts to facilitate the implementation of the enlitys
representation, as well as it enables Heparatemanipulation of each type of
distinguishing feature [11].



3.2 Semantic Similarity

We define acomputationalmodel that assesses similarity by combiningeature-
matching proceswith a semantic-distance measuremght]. The global similarity
function&(c,,c,) is a weighted sum of the similarity valules parts, functions, and
attributes. Foreachtype of distinguishingfeature weuse a similarity function
S(c,,c,) (Equation 1), which is based on tizio modelof a feature-matching process
[12]. In &(c,c)), c, andc, aretwo entity classes, symbolizes the type ofeatures,
andC, andC, are the respective sets fefitures oftype t for ¢, andc,. The matching
process determinethe cardinality (| [) ofthe set intersectionC(nC,)) andthe set
difference C, - C).
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The functiona determinesthe relative importance different features between
entity classes. This functioa is defined interms of thedegree ofgeneralization of
entity classes in the hierarchical structure, whicheagrmined by a semantic-distance
measurement. This definition assumes that a prototype is generally a superclass for a
variant andthat theconceptused as a referen¢ee., thesecondargument) should be
more relevant in the evaluation [12,13].

Our similarity model has two advantages over semantic similaritgtelsbased on
semantic distanceandtheir variations [14,15,16]. First, it allows us discriminate
among closelyelatedclasses. For example, weuld distinguish similaritybetween
pairs of subclassgbetweenhospitd and housean betweerhospital and apartment
building, which are all subclasses bfiilding) andbetween classebat are indirectly
connected inthe hierarchicalstructural $tadiumas a subclass ofonstruction and
athletic fieldas a subclass dield). Second, oumodel doesnot assume a symmetric
evaluation of similarity and allows us to consider context dependessesiatedvith
the relative importance of distinguishing features [10,11].
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4 Mapping and Comparison of Database Schemas

Once we havehe desiredentity classes, the next step in processing ghery is to
map the entities classes of our ontology odttabaseschemas, whichare then
comparedwith schemas oheterogeneous databases. d&scribeour approach to
mapping with databaseshat are modeledvith the relationaldatabaseschema [9];
however, we could havasedanother type ofdatabaseschema, such as aibject-
oriented schema, in which case new mapping transformations should be defined.



4.1 From Ontology to Database Schema

We assume that the existimigitabaseschemas (target schemasg represented in the
relational model with the following constructors:
«  Entities: names, attributes, primary key, and foreign keys.
e Attributes: names.
e Foreign keys (FK): relations that they belong and refer to

Prior to transforming the entitylasses’ definitiongnto a relational schema, we
apply preprocessing to these definitionsonder tokeeponly those components that
can be mapped onto a relational schema:
. Semantic relations extraction: semantic relationsare considered while

descriptions and distinguishing features are eliminated in the subsequent mapping

process. As we will explain in Sectigh2, we do notompareattributes(i.e.,
distinguishingfeatures)since thiswould give misleading resultglue to the
strong application dependences of attribute definitions in existing databases.

. Synonymextraction: Since synonymsreimportant to managing the multiple
ways that people can refer to the same entity chagssince synonymsre not
directly handled inthe relation schema, waefine an additionadtructure todeal
with synonym sets of entity classes. This strucinckidesthe set of synonym
sets and an index as unique key.

Then, we take the simplified entiglasses’ definitionsind wemap them onto a
relational schema. There igdaect mapping of entity classes onto relatiosahema;
however, we also need to define transformationgrfapping is-a, is-partandwhole-
of semantic relations. Sincthere are several alternatives tanapping semantic
relations onto relational schemas, define asubset thattonsidersonly relational
tables or entities' interrelations mapped through foreign keys (Tablel).

Table 1. Mapping transformationdrom the entity class definition onto aelational
schema

Semantic Transformation
Relation
Is-A e Isa;: Create an entity for each of the children entities with a foreign key

pointing to the parent entity.

Part-Of e Part;: Define new structures (relations) that associate whole entities with
part entities.

* Part,: Create a foreign key in a part entity for each of its whole entities.

Whole-Of * Whole;: Define new structures (relations) that associate whole entities
with part entities.

» Whole, Create a foreign key in a whole entity for each its part entities.

The combination of the alternative transformatidns., 1 alternative for is-a
relations, 2 alternatives for whole-a@ind part-of relations)gives us 4 possible
mapping transformations.



4.2 Comparing Database Schemas

Comparing databaseschemas is difficultdue to the intrinsic differences in the
database design and modeling. To deal with this problem in thegeostal case, we
considerall possible mapping transformatiomwer the reducednumber of entity
classes obtained from the semantic similarity assessment.

At the bottom line, wecomparecharacterstrings of entities’ names, attributes
domains,andforeign keys'referencegEquation2). This string matching i®ver all
synonyms thatrefer to entities in thequery schema, whichare defined in the
complementary structuigynSetIn Equation 2,¢7 corresponds to aentity j in the
query schema (user ontologyy, corresponds to an entityn a database scherpat,
represents daerm (e.g.building) or composite term (e.ghuilding_complek that
refers to an entity, attribute domain, or foreign key’s reference.
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In order to complement the name-matching evaluation, we take the semantic
relations (is-a, part-of, and whole-of relations) as the subjecbmparison.The idea
is to compare whether compared entities related tahe same set of entitieShus,
comparing semantic relations becomes a comparibetween the semantic
neighborhoods of entities, where the semantic neighborhood efitéy is the set of
entities related through the is-a, partafidwhole-of relations. Thgeneralapproach
to comparesemantic neighborhoods is to use name matching over their components
in a databaseschema. In thecase of relational schema, entities isemantic
neighborhoodsre represented hrgferencesn the description of foreign keys or by
values in the domain of an attribute type ineamity. Thus, wedefine asimilarity
function based oralternatives of the semantic relation representagissuming that
the query schema will always represent entities in a semantic neighborhdaigy
keys in thecorresponding relationdbbles (Equation3). In Equations 3,n is the
number of foreign keys in thé" entity of the database (g"), m is the number of
attributes domain available ientity g", FK; . corresponds tothe reference-to
specification of the' foreign key in entitye, Dy je is the I domain value in
attributej of entitye, andf is the number of domain attributes &' with similarity
greater than zero to any of the foreign keysjin The variable8 is definedduring the
similarity process, since we cannobnsiderall attributes as attribute types that
represent a semantic relation.
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This comparison is asymmetric. Specifically, these element of the comparison

(i.e., thesecondargument) comes from amntology definition,andthe target entity
(i.e., the first element) is an entity of an existigtabasewhich is likely tohave a
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subset of the full semantiescription of the concept. In our previous work [10] we
showedthat in comparing concepts frodifferent ontologies, agood indication of
whether ornot these entity classesre similar acrossontologies isobtained by
matching entities' names and matching entities in a semantic neighborhood. Although
we explored attribute matching, our previous workhowed that attributes are
application-dependertomponents of entities’ representatioasd sothere would be
less chance that two databases would have many attributes in common.

In order to integrate the information obtained from the similarity assessments
of name matchingndsemantic neighborhoods, we use a similarity function that is
defined by the weighted sum of the similarity of each specification component.

5 Example

We have implemented our approach in a prototype that includes an ontology definition
andthe similarity models. Wepplied our approach inthe spatial domairand we
created auser ontologyderivedfrom a subset of twalreadyavailable information
sourcesWordNet[17] and The SpatialData TransfeStandard[18]. We createdthis
ontology with 260 definitions to exploit a more complete definition of erdégses
(i.e., semantic relations from WordNet and distinguishing features from SDTS). As an
existing spatial database, we consider eelational schemaderived from the
specification of theVector Smart Map (VMAP) level 0 of the Nationdmagery
Mapping Agency (NIMA).

As an example, weonsiderthe simple query to spatial databases to retrieve
information about ttilities.” Then we took the entituytility in our user ontology and
we applied a semantic similarity evaluation that results in a siired semantically
similar entity classeslectrical systepheating systemrandplumbing systerrin this
example we considered as candidate ansalemsntities whose similarity to the entity
classutility is largerthan 0.5. We themmappedthe definitions ofeach of these
candidate entity classes onto a relational schema (Pabla Table 2 we shownly
the mapping schemathat leads to the best results of similarity, using the
transformationsis, and wholg, and transformations forpart-of relations being
unnecessary for this case.



Table 2. Definitions ofentity classutility and its semantically similar entity classes

Entity class Relational Schema
entity_class { Utility (FK facitity)
name: {utility} Foreign key: FKfaiiy references to
description: A Unit composed of one or more | Facility
pieces of equipment connected to a
structure and designed to provide service
such as heat, light, water, or sewage
disposal.
is_a: {facility} part_of: {} whole_of: {}
parts: {}
functions: {{transmit,conduct,carry}}
attributes: {{name},{condition},
{support_type},{location}}
entity_class { Electrical system (FKuiity,
name: {electrical system} FKpower plants FKcable)
description: Equipments that provide Foreign key: FKuiiity reference to
electricity or light. Utility
is_a: {utility} Foreign key: FKpower plant reference to
part_of: {} Power Plant
whole_of: {{power plant}, Foreign key: FKcabie reference to
{cable,wire,line,transmission line} } Cable
parts: {{power plant}, Power plant(FKcicctrical system)
{cable,wire,line,transmission line} } Foreign key: FKeiectrical system
functions: {{transmit,conduct,carry}} references to Electrical system
attributes: {{name},{condition}, Cable(FKeiectrical systems )
{support_type}, {location}, Foreign key: FKeiectrical system
{signal type},{single multiple wires}} references to Electrical system
entity_class { Heating system (FKuiiity, FKpipeline)
name: {heating system} Foreign key: FKuiiy references to
description: Utility
is_a: {utility} Foreign key: FKpipeline reference to
part_of: {} Pipeline
whole_of: {{pipeline,piping,pipage,pipe} } Pipeline (FK Heating system» FK Plumbing
parts: {{pipeline,piping,pipage,pipe}} system)
functions: {{transmit,conduct,carry}, Foreign key: FK Heating system references
{warm,heat} } to Heating system
attributes: {{name},{condition}, Foreign key: FK Plumbing system
{support_type},{location}} references to Plumbing System
entity_class { Plumbing system (FKugiity, FKpipeline)
name: { plumbing system} Foreign key: FKuiity references to
description: Utility
is_a: {utility} Foreign key: FKpipeline reference to
part_of: {} Pipeline
whole_of: {{pipeline,piping,pipage,pipe}}
parts: {{pipeline,piping,pipage,pipe}}
functions: {{transmit,conduct,carry},
{dispose,throw out,throw away} }
attributes: {{name},{condition},
{support type}, {location}}




The final similarity values between entities in ti@abasehat best match entities
in the query schema are shown in Table 3.

Table 3. Results of similarity evaluation between the DB_VMAP and QS

Entity in the DB VMAP Entity in the QS Sy S Similarity Total
Utility Point Feature Electrical System 0 0.65 0.31
Pipeline Line Feature Heating System 0 0.65 0.31
Pipeline Line Feature Plumbing System 0 0.65 0.31
Utility Line Feature Electrical System 0 0.45 0.23

As the results in Table 8how, when wedeal with heterogeneous databases, we
cannot expect high values of similarity, but at leastaveable tooffer entities that
have a strong chance of being associated with the concepts specified in the query.

6 Conclusions and Future Work

We havedefined anew approach to querying heterogenealaabases based on

similarity functions at an ontological level corresponding to a ugeesyand, at the

logical level, between database schemas. The ofwiracteristics obur approach are

that we do not assume thddtabases shasmme level of the sammnceptualization

and we search for possible common components within the entities’ representations.
The results of our experimeiridicate that ourapproach detectsorrespondences

between entities thatre most likely similar;however, it maynot detectall cases of

similarity. In particular, further research needs to be done to recognize in the similarity

evaluation when relational tablesejust structures thatepresentsemantic relations

(e.g., structures created by transformagiantl andwholel), as opposed to structures

representing entities. In addition, we have not considered attributes in our comparison,

but if we wish to process the whalgiery, weneed totreat query constraintswhich

are usually described by attributes values.
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